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Digital technology that is prevalent in people’s everyday lives, including smart home devices, mobile apps
and social media, increasingly lack regulations for how the user data can be collected, used or disseminated.
The CSCW and the larger computing community continue to evaluate and understand the potential negative
impacts of research involving digital technologies. As more research involves digital data, Institutional Review
Boards (IRBs) take on the difficult task of evaluating and determining risks—likelihood of potential harms—
from digital research. Learning more about IRBs’ role in concretizing harm and its likelihood will help us
critically examine the current approach to regulating digital research, and has implications for how researchers
can reflect on their own data practices. We interviewed 22 U.S.-based IRB members and found that, for the
interviewees, “being digital” added a risk. Being digital meant increasing possibilities of confidentiality breach,
unintended collection of sensitive information, and unauthorized data reuse. Concurrently, interviewees found
it difficult to pinpoint the direct harms that come out of those risks. The ambiguous, messy, and situated
contexts of digital research data did not fit neatly into current human subjects research protection protocols.
We discuss potential solutions for understanding risks and harms of digital technology and implications for
the responsibilities of the CSCW and the larger computing community in conducting digital research.
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1 INTRODUCTION
After the infamous Tuskegee Syphilis Study that continued for 40 years [5], it took another 25
years for the ethical principles in the Belmont Report [33] to be adopted into the Code of Federal
Regulations and the Common Rule [35], a U.S. government-wide requirement for oversight of
research protocols to protect human research subjects. Before these regulations were enacted, there
was no regulated oversight over human subjects research in the U.S. [12]. Institutional Review
Boards (IRBs) follow federal and local laws and regulations to review, approve and monitor human
subjects research activities. Members of IRBs consist of people with diverse backgrounds and
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expertise in scientific and nonscientific areas to properly ensure the ethical conduct of human
subjects research.
Evolving information technology has drastically transformed the volume and complexity by

which digital research data can be collected, analyzed, and reused. Accordingly, the Common
Rule has faced criticism regarding how issues related to digital research data should be addressed,
including how to apply rules designed around traditional biomedical and behavioral research for
new kinds of data and problems that come with them [1]. For instance, deidentification could lessen
the consequences of a data breach. However, the increased reidentifiability that machine learning
facilitates could nullify traditional approaches to protecting subject data.
Adding to this complexity is people’s increased use of digital technologies—social media and

mobile, wearable, and sensing devices that capture sensitive personal information. Accordingly,
assessing risks of digital technologies is incredibly challenging. Researchers have long discussed
ethical implications of digital data being produced from today’s technologies [8, 13, 25]. More
recently, the Connected Open Research Ethics (CORE) project team developed tools and forums to
share resources about how IRBs can improve regulatory approaches for digital health research [34].
Similarly, the PERVADE [44] team is developing metrics, decision making tools, and risk assessment
methods for digital data.
Researchers who create new digital technologies and study their impacts are experiencing a

critical struggle to make sense of the societal impact these technologies can bring, both positively
and negatively. Despite early calls for protection of data [3], suggested guidelines on fairness in
machine learning algorithms [9], and increased data breach reports [26], there are no clear, coherent
guidelines, laws, or regulations in the U.S. for what concrete harms digital technology can cause,
and the consequences of those harms. Additionally, interconnected influences and power dynamics
in business, politics, and the tech industry all contribute to the lack of clarity and transparency in
regulating digital data privacy and ethics.
To seek solutions to these challenges, we interviewed IRB members in the United States. IRB

members bring valuable voices to this problem, given that they can share the most direct experiences
of assessing risks and regulating digital research for human subjects protection. In addition, IRBs in
the U.S. are an example of a regulatory body charged with enacting federal laws designed to require
transparency from public sector researchers about their data practices, in order to protect people
from harm. Private sector laws with similar goals have been slow to emerge, and the challenges
faced by IRBs will likely also appear in private sector contexts.
We present how IRB members made sense of what is considered as ‘digital data’ and how they

perceived risks of data “being digital.” They shared how existing regulatory protocols broke down
when overseeing digital research, because of the ambiguity and complexity that “being digital”
brings. We discuss how the CSCW community can understand the risks of digital technology and
minimize those risks through an intertwined approach between regulatory oversight, inspired by
existing regulations of personal health information, and voluntary efforts by those who are shaping
and researching digital technology.

2 BACKGROUND AND RELATEDWORK
2.1 Assessing Risk in Human Subjects Research
In the context of U.S., one of the main roles of the IRB is evaluating whether the “risks to subjects
are reasonable in relation to anticipated benefits” (§45 CFR 46.111(a)(2)) [35]. The word “risk” here,
however, implies two distinct concepts: harm as a result of the research and the likelihood that
harm will occur. IRBs must not only be knowledgeable about the possible harms that could occur
in a human subjects research project, but also be able to estimate the likelihood of those harms
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occurring. In assessing risk, IRBs rely on the federal regulations and ethical principles stated in the
Common Rule [35] and the Belmont Report [33]. However, rather than defining possible harms and
ways to evaluate their likelihood, the regulations give examples of types of harm that could arise
without guidance regarding how likely those harms are. Likewise, the human subjects research
ethics literature [23, 39, 48] often reiterates the categories of harm in the Belmont Report [33]:
“psychological harm, physical harm, legal harm, social harm and economic harm, loss of autonomy,
and any forms of injustice perpetuated through the research as forms of harm.”

Given these guidelines and the information provided about research studies in IRB applications,
IRB members make moral judgments in weighing the risks versus benefits of a research protocol [23,
39]. Where there is empirical evidence about the incidence of harm related to some aspect of a
research protocol, IRBs can use that information for estimating the likelihood of harm as part of
their review. However, in situations where there is no empirical evidence, IRB members make these
assessments based on their own intuition. This presents a number of problems related to the fact
that intuitions and gut feelings can be biased by the IRB members’ own background and experience,
which may be incomplete for reviewing a given protocol [38].

A critical concept for IRBs in making determinations about whether a research study is exempt
from further review is that of “minimal risk.” The Common Rule defines minimal risk as “the
probability and magnitude of harm or discomfort anticipated in the research are not greater in and
of themselves than those ordinarily encountered in daily life or during the performance of routine
physical or psychological examinations or tests” (§45 CFR 46.102(j)) [35]. In conflating probability
and magnitude of harms [16], the definition of minimal risk serves as a “threshold test” [39] with
several inherent biases. It labels uncommon activities as more risky just by the nature of being
uncommon. It also considers common activities—something that people “ordinarily encounter in
daily life”—as having a low likelihood of harm [35]. Jordan et al. [23] criticized this gap in the rule,
because it leaves open the possibility that IRB members will use personal experiences as the rubric
to measure what is “ordinarily encountered in daily life.” This definition also leaves the potential
that high-risk daily activities of potential research participants could be considered as “minimal”
because people regularly engage in them [23].

2.2 New Technologies, New Potential for Harm
Previous research pointed out the Common Rule is outdated when it comes to studies that do not
involve what was traditionally considered to be “observational or interventional studies conducted
at a single site” [7]. In contrast to research involving digital technologies, identifying potential harms
in traditional research was more straightforward and information about them could more easily be
provided up front to the IRB and to participants [7]. However, digital technologies make identifying
harms more complicated. Metcalf and Crawford [30] give the example of a machine learning
analysis of a large dataset, which does not fall under the definition of a traditional human subjects
research intervention, and as such would likely be exempt from IRB review [37]. Seemingly harmless
public datasets can be used to infer sensitive information that people may not be comfortable with
sharing [20]. Because of the lack of required IRB review regulations of these datasets, the scope of
the harm that can be caused can be broad and unexpected [12].
Reidentification is another potential harm that is often pointed out as being more likely when

collecting and analyzing digital data like online social media datasets, highly granular location data,
and movement sensors [29]. Reidentification of research participants from previously anonymized
data can cause participants’ identities to be exposed, which increases the likelihood of harm from the
research [28]. Nevertheless, a recent study of health-related papers in the CHI literature found that
most researchers only took basic steps like pseudonyms and blurring faces to disguise participants’
identities [2].
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In addition, it was once commonly asserted that research using publicly available data does
not require consent because there is no possibility of harm; however, there are many that argue
that assumption does not hold any longer [30]. Ambiguity around whether informed consent is
necessary, and how to get it, is another challenge for IRBs when evaluating research using digital
technologies. There are situations in which consent may be hard to obtain; however, not asking for
consent to participate in research is considered a possible harm due to loss of autonomy [40].

It is also possible for data to be collected about “secondary stakeholders” who are not the primary
study participants, like family members of participants about whom technologies in the home
record data [43], which also brings a loss of autonomy [12].
Using commercialized digital technologies in research means participant data are shared with

third parties that are not subject to IRB oversight. Participants must consent to the terms and
conditions required by the platforms or services being used in the research in order to participate.
These terms and conditions are far from the IRB requirements for what informed consent should look
like [43]. Collecting and storing digital data from third party devices also comes with the potential
for data breaches on systems outside the researchers’ control which could expose confidential
information, and the loss or theft of a data logging device during a research study can expose a
participant to harm through unauthorized access [6]. Participants may also feel discomfort due to
surveillance through their participation in the research [29].

2.3 Perspectives of Researchers and IRB Members
Despite the gaps in the IRB guidance for digital research, researchers working with digital data
report that their values agree with the ethical standards in the Common Rule and the Belmont
Report: they think it is important to protect participants’ identities, obtain informed consent, and
“do no harm” [47].

Studies that interviewed IRB members found that the members perceived new kinds of risks and
harms related to research using digital technologies: reidentification [46], data breaches and other
improper access to digital research data [18], and emergence of new risks due to the involvement
of third party platforms [34]. Crawford et al. [11] reported members of ethical review boards found
it difficult to become familiar enough with terms and conditions to understand the implications for
the risks of research using commercial technology products in human subjects research. Studies also
identified IRBs members’ concerns about the Minimal Risk criterion and misalignment between IRB
members’ versus researchers’ understanding of the public or private nature of digital data [11, 18].
IRB members also expressed concerns about keeping up with new research practices using

technologies that change rapidly [11, 34, 46]. They reported feeling like they did not understand
the technologies well enough to properly assess risks [24, 34, 46]. These problems amplify inconsis-
tencies across IRBs’ assessments [34] of research protocols involving digital technologies, on top of
how a large part of IRBs’ review processes involve intuition about the likelihood of harm rather
than empirical evidence [38]. IRB members with more experience with new technologies may both
have a more “relaxed” attitude towards protocols like informed consent [19], and also have more
certainty in assessing risks [18].

Building on the literature, this paper focuses on how IRB members’ intuition and understanding
of digital technologies informs their risk assessments, how IRB processes amplify perceived risks
and harms of digital research, and how regulating digital research breaks down with current
regulatory protocols and guidelines. Our research extends beyond descriptive reporting of the
problems; instead, this study surfaces the uncertainties and ambiguities of digital data that hinder
the concretization of risks, harms, and resolutions that arise from the complexities in digital
research.
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3 METHODS
We conducted a semi-structured interview study focusing on the experiences and beliefs of members
of Institutional Review Boards (IRBs) of U.S. institutions regarding evaluating research protocols
that involve the collection of human subjects data using digital technologies. The International
Compilation of Human Research Standards report [36] lists over 1,000 laws, regulations, and
guidelines that govern human subjects research in 131 countries. The U.S. is one of the few countries
that enforces regulations regarding the protection of human subjects, while other countries provide
guidance only. Therefore, we scoped this study to focus on the U.S. context around its federal
regulations for assessing risks and benefits of conducting human subjects research.
We recruited IRB members, whom we defined as anyone responsible for reviewing or making

decisions on IRB applications, including supervisory roles (IRB director, chair, or administrator),
internal and external reviewers, staff, or board members of IRBs. Ten interviewees1 were faculty or
research scientists while also serving as IRB members. Ten interviewees were professionally trained
in research compliance or bioethics. Two were physicians. To collect diverse perspectives from
universities with various domains and levels of research activities, we obtained a university list from
the Carnegie Classification of Institutions of Higher Education [22], which categorizes universities
into ‘very high’, ‘high’, and ‘doctoral-professional’ [21] based on the level of research activities.
We excluded the institutions both authors had a conflict of interest with. We randomly selected 40
universities from each category (a total of 120 universities) during the Spring of 2019, and emailed
the supervisory roles of the IRB equivalent office of the institution (e.g., IRB Director, President of
Office of Research) to ask them to forward our recruitment email to their IRB members. We also
posted a recruitment announcement to a website for research ethics professionals. Twenty-five
potential interviewees responded with interest, two did not respond to the scheduling email, and
one withdrew, for a total of 22 IRB members who participated in our study. See Table 1 for more
information about the interviewees.
The recruitment material included calling for those who had worked with research protocols

involving digital data—“information about human behavior using some forms of digital technology,
such as Fitbit, social media, or wearable sensors”—as well as any other data in a digital format each
interviewee considered to be “digital data” that captures human behavior. This open definition
of “digital data” allowed us to unpack how the interviewees differentiated digital data from other
forms of data they were more used to regulating in the past, and what these differences meant
for evaluating the risks of digital research. Six interviewees stated they reviewed “countless” or “a
lot of” cases that involved the interviewees’ definition of digital technology—mostly testing and
developingmobile apps, physical activity sensors (e.g., Fitbit), or devices that had GPS functionalities.
Eight were able to recall a few cases that involved their definition of digital technology—similar to
the definition above interviewees used, but with a broader interpretation of what is digital data.
Examples include online surveys and any digital information that contained sensitive personal
information (e.g., audio recording of interviews). Eight had not dealt with any IRB applications that
involved digital technologies. These interviewees participated in the study despite their lack of
experience because they wanted to learn more about regulating digital research, be ready to review
those future applications, and to help with this research, which they considered as important for
future human subjects research regulation, by sharing their opinions.
We conducted phone interviews, which were audio-recorded and transcribed using an online

transcription company. The interviews were semi-structured, probing interviewees’ definitions
of digital data, their experiences reviewing research that involved technologies collecting digital

1‘Interviewees’ refers to the human subjects who participated in this interview study. ‘Participants’ refers to human subjects
of research studies in general. We will use I# to refer to individuals, where # is interviewees’ de-identified index.
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ID Role (Sex) IRB cat. Carnegie
Class.

Digital
Research
Experience

Background

I1 Admin (F) Biomedical* Hospital A lot Research compliance
I2 Board (M) Biomedical Very high A lot Physician
I3 Admin (M) General* Very high A few Research compliance
I4 Admin (F) General* State institu-

tion
A lot Research compliance

I5 Board (M) General* Very high A few Faculty/researcher
I6 Reviewer (F) General* Very high A few Faculty/researcher
I7 Admin (F) General* Very high None Research compliance
I8 Staff (F) Both Very high A lot Research compliance
I9 Admin (F) Both Very high A lot Faculty/researcher
I10 Admin (F) Both Very high A few Research compliance
I11 Admin (F) Social Behavioral* Doctoral-

professional
None Faculty/researcher

I12 Admin (F) General* Doctoral-
professional

None Faculty/researcher

I13 Admin (F) General* Doctoral-
professional

None Research compliance

I14 Admin (F) General* High None Faculty/researcher
I15 Board (F) General* Very high A lot Research compliance
I16 Admin (F) General* High A few Research compliance
I17 Admin (M) General* Doctoral-

professional
None Faculty/researcher

I18 Admin (M) Social Behavioral* High A few Research compliance
I19 Admin (F) Both Very high A few Faculty/researcher
I20 Board (M) Biomedical* Very high A few Physician
I21 Admin (F) General* Doctoral-

professional
None Faculty/researcher

I22 Board (M) Both Doctoral-
professional

None Faculty/researcher

Table 1. The table describes: the interviewees’ roles as IRB members (‘Admin’ refers to Chairs and Directors
and ‘board’ refers to board members); the IRB categories they serve for (social behavioral vs. biomedical vs.
general vs. both, where ‘general’ refers to institutions not placing distinctions between biomedical vs. social
behavioral and ‘both’ refers to serving for both social behavioral and biomedical); their institution’s level of
research activity; experience with regulating or reviewing digital research; their background; and gender.

data about human behavior, and their beliefs about what can be improved about regulating digital
research. The interviewees were asked to describe what they considered to be “digital technology”
that captures human behavior and their level of experience working with those technologies. The
interviewer also presented a brief hypothetical in-lab usability study involving using an Amazon
Alexa to encourage healthy eating habits for parents and young children. We chose this case based
on our preliminary observations of differing opinions across different institutions’ IRBs regarding
involving a third party smart home platform as part of a human subjects research protocol. By using
this case, we were able to probe both experienced IRB members and non-experienced members
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regarding how to evaluate a research protocol involving relatively unfamiliar digital technology.
With experienced IRB members, we were able to probe the existing practices by which the risks
and benefits of this case might be evaluated. With less experienced IRB members, we probed the
process by which they make sense of protocols involving new and unfamiliar digital technology, as
they would in their current role. We then asked the interviewees to think aloud as if they were
reviewing the study. This way, we captured aspects of the interviewees’ practices around assessing
new forms of digital research.
The first author took the lead in coding all transcripts using NVivo 11. The co-authors coded a

subset of the transcripts to establish shared understanding on the coding schemes and together
conducted open inductive coding process with all codes [45]. After the initial coding, we conducted
an affinity diagramming analysis [4] to further merge and group the individual codes as part of the
axial coding process. Based on the results of the affinity diagramming, we then conducted theoretical
coding to identify the themes regarding the challenges and opportunities around regulating digital
research, and largely, digital data. This study has been determined as exempt from both co-authors’
universities’ IRBs. Exempt in the authors’ IRB system refers to not requiring the full review by
their IRB Board; the application is reviewed and approved at the IRB staff level, given the minimal
risk the research data brings to the human subjects.

4 FINDINGS
Our findings describe the new challenges the IRB members we interviewed faced as they en-
countered research protocols which used digital technologies in new ways. Our semi-structured
interviews, which asked interviewees about their experiences assessing risks and benefits of re-
search that used “digital technology collecting human behavior”, allowed them to unpack their
beliefs about what “digital data” are. This activity led to discovering the interviewees’ broad and
open-ended definitions of digital data, and what it means to regulate digital research given its
risks. By “risk,” the interviewees meant the likelihood of some harm occurring. The definition of
“being digital” described how the interviewees saw the risks of research using digital technologies
to collect data about human behavior. Being digital meant increased likelihood of data breaches,
unintended collection of sensitive information, reidentification, and unauthorized data reuse. Un-
certainty in assessing risks of digital data intensified with interviewees’ lack of understanding of
digital technology and not being able to pinpoint concrete harms. This uncertainty then further
triggered the interviewees to perceive digital data to be more risky than non-digital data.

4.1 Defining Data’s Digital-ness, Risks, and Harms
The interviewees believed there are certain data types or research processes working with those
data that current regulations and practices did not fully address. Digital data were at increased
risk by the virtue of their uncertainty and the inability to anticipate what might come out of them.
The IRB’s role was to identify risks, regardless of whether they could prove concrete harms. The
presence of risk itself was enough to disapprove or halt a study. Accordingly, the understanding
that being digital was being risky was a critical complexity to unpack.

4.1.1 Defining digital data: Being digital is deing risky. Being digital could come from involving
certain technologies or having a specific data type, which would enable certain data collection and
management processes. By ‘data types’, the interviewees were referring not only to characteristics
of the data such as what kinds of technologies were used to collect it, but also the format in which
the data were stored (e.g. digital audio versus an old-fashioned tape recorder). The new digital data
types, new digital technologies, and new ways of collecting, processing, and managing these data
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Characterization of data in re-
search using digital technology
interviewees perceived as risky

Interviewees’
perceived risks
of digital data

Example harms of digital re-
search mentioned by the inter-
viewees

Data types that are difficult to
anonymize: Location data, speech,
imaging, videos, audio data

Routine
data breaches

Psychological and social harm: e.g.,
sensitive, stigmatized information
leaked about an individual

Real-time analytics: e.g., monitoring
pain levels, identifying patterns of
medicine intake, real-time tracking
of someone’s location

Unintended
collection of
sensitive
information

Economic harm: e.g., Life 360 appli-
cation leading to being fired because
an employee was where they should
not have been

Large scale, comprehensive, and so-
phisticated data analysis incorporat-
ing state-of-the-art machine learn-
ing

Increased
re-identifiability

Harm from loss of autonomy: e.g., in-
formation about an individual de-
rived through analytics that they did
not explicitly consent to revealing

Involving third-party commercial
devices, e.g., wearable sensors (Fit-
bit, mobile apps, cloud servers)

Unauthorized
reuse of collected
data

Legal harm: e.g., Amazon Alexa cap-
turing mandatory reporting case

Table 2. This table shows examples of how interviewees connected various characterizations of digital data
to perceived risks and harms. The first column shows examples of data types, analysis, and handling of data
in digital research that the interviewees perceived as risky. The second column shows interviewees’ perceived
risks expressed with those examples. The third column shows potential harms interviewees shared related to
the corresponding risks, connecting with the types of harms from the Belmont Report. Note that interviewees
had differing opinions for which data types or methods of handling data were riskier than others. The listed
harms are not mutually exclusive and might co-occur for the same data type.

together made the whole research process riskier than traditional forms of research because of the
uncertainties that the newness carried (See Table 2 for the summary of this section).

Data types affect risk.When the interviewees attempted to give examples about digital data,
they immediately recalled data types—sensor, imaging, video, tracking, location, or audio data—
which they also associated with risks. For instance, I4, after expressing that there is “significant
lack of appreciation for potential risks involved,” elaborated that “sensor data, such as movement
and respiratory data” were the types of data she was thinking of that bring risks:

Maybe the better starting point is to detail the type of data collection that I’ve seen
that specifically collects sensor data from human subjects. In my experience the type
of things that I’ve seen are use of eye tracking devices. For example, use of sensor data
for children that are otherwise in [the gym] so collecting movement data, respiratory
data and so forth. –I4

Similarly, I1 described how their IRB needed to do research by reading popular news about
digital data collection to learn about the risks that “imaging, videos, and things like that” can bring,
because to them neither the academic literature or existing policies guided how to assess the risks
of those data types:

Not necessarily the academic literature, [but] reading the pieces that were in the more
popular news about these different types of technology and different issues around
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imaging, and videos, and things like that [helped]. It wasn’t written down anywhere.
–I1

Other digital data types that interviewees considered as high risk included location data, speech,
imaging and videos, or audio data due to their high identifiability.

New technology-enabled process affects risk. To I9, it was not just the specific data types
that affected risk. It was also about being digital, defined by the process by which the data are
“electronically gathered, transmitted and stored.” In that sense, risks coming from data being digital
became a prevalent issue to “all kinds of” today’s research:

That whole area, it’s the wave of not just the future, but the present now—electronic
gathering of data and storage of data, and now you could even add in sensors, [has
become a] much more frequent part of all kinds of research. –I9

Others viewed that the risk with new digital data types was amplified by the new digital technolo-
gies being used by researchers, which allow data to be collected indiscriminately and routinely and
be analyzed with “real-time analytics” (I1). This process would lead to large-scale, comprehensive,
and sophisticated data analysis that incorporates state-of-the-art machine learning. This character-
istic of digital data would then facilitate collecting more information than needed, increasing the
likelihood of harm. I1 compared the example of mobile health research with “traditional methods
of data collection” to illustrate the ongoing nature of the data collection in digital research:

With more traditional methods of data collection, there’s a limit to what you can collect
and how often you’re interacting with your study participant. Whereas, with mobile
health, there’s the possibility of having almost constant interaction or constant data
collection. –I1

The use of new digital technology brought in the risk of involving third party technology
companies as part of the data collection and management process. Examples included wearable
sensors like Fitbit (I2), mobile apps (I6,19), or cloud servers (I4,10). The complicating factor was that
these devices’ mechanisms behind how the data are collected, processed, and stored are largely
ambiguous and hidden to research participants, and researchers too. I7 gave an analogy between
cars versus computers and social media:

While you may say, “Oh, everybody knows how to drive a car,” but people don’t
understand how a car works. And maybe people don’t understand now that cars have
GPSes in them and can track them and all this stuff about cars. And it’s the same
about computers and social media. A lot of people [general public] have no clue what
information Facebook is collecting about them and delivering them to [whom]. –I7

I1 and I3 explained further complications rising out of the ambiguous, intertwined processes
among terms of service, privacy policies, and the consent process in using third party technologies
in research:

People (potential human subjects) have no clue what’s going on with it. There are all
sorts of different methods of data collection with mobile health. People (general public)
are not considering what’s going on in terms of Terms of Service, privacy policies,
exactly what data is being collected, and what can be determined about the person
because of that data. –I1
I mean often times it is just what information is being collected, just trying to get a
grasp and understanding of what it could be recording. –I3

4.1.2 What harms can being digital bring: It’s about risks. The big question then was what actual
harm being digital could bring, and how to assess how likely these harms might be. The larger
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scale, sophisticated, and ambiguous nature of digital data amplified perceptions of the possible
harms, which might not have been prevalent in traditional research. When asked about what
would be concrete examples of harms, interviewees went back to the Belmont Report’s definition of
harm [33]: physical, economical, psychological, social, and legal harms. None of the interviewees,
however, had observed concrete harm occurring from digital research. Rather, the interviewees
focused on assessing the likelihood of hypothetical harms. And these risks are, according to current
U.S. rules on human research protection, to be treated as if they were harms for the purpose of
reviewing and approving the study.
Activities that were perceived as potentially leading to harms included: unintended collection

of sensitive information, increased re-identifiability, and unauthorized use of collected data. The
reasoning behind these issues being critical risks lay in the assumption that the new technologies
routinely have data breaches.

Data breaches have become routine. The interviewees mentioned they expect data breaches
to occur regularly with digital data (I4,9,17,20). I17 “[couldn’t] go a day without looking at any news
feed or a hard paper news or whatever it might be without seeing stuff about the security of data
and the concerns with that.” The prevalent perception was that “usually the tech company is the
first to get [data breaches]” (I20). I20 continued, “These things have been hacked before. Obviously.
All the big data companies have been hacked” (I20). I4 also mentioned “we probably routinely
have data breaches of precisely this type of data (facial recognition of children).” The breach could
further happen through hacking (I5,6), having information online (I4,7), leaks (I4,5), and theft and
misplacement (I4,7,8,9,15,21). Given the expectation that breaches are inevitable, collecting sensitive
information about individuals from research and potentially allowing the breached information to
be reused by unauthorized entities would be exacerbating the risks. The interviewees saw that the
nature of digital research further enabled this unhealthy process.

Unintended collection of sensitive information. Interviewees discussed how they believed
that the nature of digital data—ongoing data collection and collecting more information than
needed—facilitated unintended collection of sensitive data. Examples of sensitive data included
medical conditions (I4,9), location combined with time (I9), IP addresses (I11), incriminating infor-
mation about research participants (I1,5,7,8,14), mandatory reporting cases (I1,2,4,5,7,8,15,22), or
any information that researchers did not know they collected or did not intend to collect (I20). For
instance, I1 gave an example of a project that put sensors in the apartments of the participants to
test air quality and other things. Researchers eventually had to “scale back” the data collection,
because “there were some things that if [the team] tested for and there was a positive result, [the
team] would have to report it to the authorities” (I1).
I4 and I5 stated that, when answering an open-ended question, a research participant could

reveal more information than needed. This is of course also possible with more traditional research
protocols; however, they believed that using digital technologies would exacerbate this problem by
digitally recording participants’ responses.

Reidentifiability. Interviewees thought that the risks of breaches of confidentiality did not
necessarily come from collecting direct personal identifiers. Indirect identifiers collected through
research combined with machine learning and information about individuals online could generate
sophisticated information about a person:

Even if you’re not asking things like, “What’s your social security number? What’s
your address?” The idea of combining demographic data, particularly in small-bounded
populations, in today’s society, are much more likely to be identifiable by somebody
than pre-internet just because of the amount of information about people that’s on the
internet. –I7
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I4 and I16 further illustrated example scenarios about how confidentiality can be breached with
indirect, peripheral information about individuals:

There’s machine learning involved with Alexa, there’s explicit voice recognition and
use for additional secondary Amazon purposes. –I4
They can automatically recognize the voice of people that they’ve talked to before. –I16

Unauthorized reuse of data. Interviewees perceived the problem of unexpected, unauthorized
reuse of collected research data occurring when the following was happening together: third party
companies involved in the research, the potential for data breaches, and research participants who
do not fully understand the methods by which their information might be used and shared. For
instance, I15 pointed out that companies could share data with other companies without research
participants knowing. Seven interviewees stressed how the data collected for research are owned
by the company, not the researchers. I16 stated, “people aren’t always aware of what it is they’re
signing on for and how their data could be used beyond what the researcher intends to do.” Other
potential harms that digital data could bring included “losing the integrity of the whole system and
trust toward research community” (I16). For example, online forums are studied without people’s
consent and people then would lose trust for the forum and stop using it and “the trust in the
research community fizzes” (I16). It is a harm if people lose a place to feel safe (e.g., online forum)
due to mistrust that is built up from the unconsented research study having taken place. I14 and
I18 mentioned reputation and potential litigation to the institution as harm when things go wrong.
During the interviews, interviewees reflected more on the increased scope of potential harms,

rather than actual harms they had seen or direct knowledge about the likelihood of potential harms.
Mandatory reporting, for instance, was a consequence that collecting sensitive information that
could bring harm. The harm of mandatory reporting can be anything from relationship problems
to jail time, but the likelihood of these specific harmful outcomes occurring was not explicitly
discussed by the IRB members we interviewed.

4.1.3 Conflict and ambiguity on which data has greater risk. A part of the lack of concretization of
harm could be due to confusion and conflicting opinions around possibilities of harm. Opinions
varied on whether certain data types bring more risks than other data. For instance, I22 considered
any data involving audio files of interviews as a “voice print,”—identifiable, high risk data: “Whenever
anything’s audio-recorded, then it steps up to a different classification.” I12, on the other hand,
considered audio interview files as a “lower digital data than you probably want[ed] to [talk] about.”
Similarly, I8 talked about how Alexa, a smart home speaker developed by Amazon, is low risk, if
the content of data collection is benign:

We see a lot of studies looking at Alexa or just digital assistants collecting things like,
“When did you ask it to turn the lights on or off.” Usually interactions with Alexa are
things that we’re not concerned about. –I8

I4, however, saw Alexa as a technology that would enable unintended collection of private
information:

Well my worry would be if it’s uncontrolled and voice activated and you don’t have the
necessary safeguards to only activate at the point that the data collection is meant to
take place. That opens the door for all sorts of potential disclosures that are unintended
or otherwise sensitive and really inappropriate for the purposes of research. –I4

As such, the two IRB members, I8 and 4, had contrasting views about the risk of Amazon Alexa.
I8 admitted their institution tends to be less conservative than other institutions and considered
digital assistants are not inherently risky:
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I’m trying to think of an example of a study like that when people had concerns other
than just subjects might say something untoward and somehow that might increase
risk. I’m having a hard time thinking of an example of something inherently concerning
about a digital assistant device study. –I8

While the term “tracking” immediately alerted some interviewees as a risk (I1), I20 did not
consider that tracking apps being hacked would do any direct harm:

One thing I’ve thought about a lot is direct harm to patients. Let’s say someone hacks
the app and searches up that Patient A walked several thousand steps and Patient B
walked five thousand steps. Like, that’s not actionable data. It’s hard to see what their
direct harm could come from that. –I20

This quote illustrates I20’s view that steps information would not cause any actionable harm on
its own—that it is a benign type of information. I2 similarly viewed tracking and wearable devices
would not cause “direct harm,” in comparison to genetic information, which should require more
scrutiny:

Genetic information requires a little bit more scrutiny. I think the wearables are a
relatively new thing. I think, at least the actigraphy trackers and blood sugar monitors
and things like that, there’s a little less concern, because the information’s really not
so sensitive to be used for harm[ing] patients. –I2

I20 and I2’s views on what is direct harm hinge on putting more scrutiny on physical harm over
others. I22 considered, however, that a digital data breach can bring a “list of possible harms that
are tremendous.” For instance, I22 brought up a hypothetical breach scenario related to the use of
the Life 360 application—that tracking location of family members can lead to the user being fired
because the user was not where they should have been during work hours.
These contradicting perspectives about how risky digital data are, and which harms are more

harmful than the others, were in fact a prevalent phenomenon that some interviewees observed
within their own IRB board as well as across institutions. I5 mentioned how he and other members
of the IRB board have different risk assessment views:

I didn’t regard [online survey research] as risky. Other members of the committee
regarded it as risky. The [survey] questions [are] not likely to raise any risks unless
somebody went out of their way to say something self-incriminating on the survey. I
cannot see how [ordinary surveys] should require significant time for approval. –I5

To I5, online survey data were not different than traditional data in terms of the risks it brings
in the context of “being digital.” But for I11 and 14, the IP address added risks to what could have
been traditional survey data. While the interviewees attempted to make sense of what digital data
are and what risks and harms they bring, there was not a clear answer: “But then there’s the zero
order question, what are the risks? And that’s still I think not clear” (I9).

4.2 Regulating Digital Research: When the Protocol Breaks
The interviewees used the Common Rule to assess risks and came up with recommendations for the
research process, because that was the guideline that they were trained with and was available to
them. Digital research, however, brought unfamiliar territory for the interviewees. The technology
was new, and no direct guidelines were available for how to assess risk and consent human subjects.
Having no regulations for digital data outside research settings contributed to the heightened
challenge for IRB members. Even if new standard protocols become established, challenges will
persist due to the continuously evolving nature of technologies and perception toward risk.
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Interviewees often could not apply standard protocols to digital research right away, especially
when involving third party devices. I17 shared the initial reaction to all the questions that came to
their mind when assessing the risks of the hypothetical user study of Alexa:

Can other people access this? Does Alexa have it? Is it just you and the parent that has
it? Or you and the child? You’re dealing with a minor. Does the Amazon collect all this
data so they can get whenever they want? Does NSA have an opportunity to get it? I
don’t know the answer to those questions. –I17

These questions showed the ambiguity around who among the stakeholders will access the
data—subjects, bystanders, researchers, third-party companies, and other entities (e.g., National
Security Agency). Interviewees gave biomedical research as an example of traditional research
data that had concrete steps and guidelines for regulation: “I think that with projects developing
drugs and things like that, that’s something we’re used to. We know how all that works” (I1); “The
informed consent process we use in medical research for interventional studies, I think, is pretty
robust” (I2).
However, with digital data and new technologies, these standard protocols did not fit, and the

interviewees had to develop their own spontaneous approaches. I1 shared they had to come up
with the language for the informed consent from scratch:

So pretty much every type of data collection that we were doing that wasn’t just the
straight up bio sample collection, we had to come up with wording for it. –I1

We have no privacy anyway, so what is added risk? Interviewees believed that the general
public has little protection for privacy in their everyday lives. They pointed out the lack of pre-
ventative solutions of privacy and awareness for what privacy means to subjects, researchers, and
even themselves:

[People] use it in an everyday setting so what is it such a big deal to have it used in
our research? That kind of mindset [of the researchers]. –I5
But the whole concept of private... I don’t understand, and I don’t think researchers
understand it. And I think very little of the public really understands what they do
when they go online. –I7

A common perspective was that the general public believes “No one has privacy any more” (I20),
and the standard by which their privacy is protected is very low. Accordingly, the interviewees
were in a moral dilemma to find justifications and standards for how to prevent harms of digital
data, which had no sanctions outside of the research settings. I15 and I7 explained this view:

The world where all of this data is being recorded anyway, and this risk exists on a
daily basis outside of research ... What is it about the research that increases the risk?
And there’s a need to not want to hamper really great research that involves innovative
technologies by having standards that don’t match today’s world. –I15
We need to protect these people [subjects] from themselves... outside the research study
they’re doing all this stuff [sharing private information online] anyway. –I7

Research should incorporate higher ethical standards. According to the Common Rule’s
definition of minimal risk, if a lack of privacy is commonplace in the everyday lives of potential
research participants, then nearly any study involving collection of digital data could technically
be considered as minimal risk despite the potential harms from data breaches or increased reiden-
tifiability. At the same time, the IRB members we interviewed believed that researchers have an
obligation to hold themselves to higher standards than the companies providing the platforms and
technologies in everyday use (I7):
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Researchers are held to much higher standards than [how companies treat data privacy],
and I think they need to have a basic understanding, as do IRBs, of what all these things
mean so that participants can make [an informed] decision about being in a study. –I7

This notion of participants not understanding the mechanisms behind the technologies they use
becomes a problem if participants blindly trust researchers to do good work, when researchers
themselves might not know enough to anticipate and prevent harms. I6 mentioned a research
participant said to I6 and the researchers “I trust that you’re doing the best job you can to try to
protect the data.” Furthermore, participants who might not be in a place to understand the complex
mechanisms behind how data are collected and used—such as children or cognitively impaired, or
any individuals—run into issues around autonomy (I7,8,11).

Perceived risks change over time. The challenges of placing more structure and controls into
IRB protocols for estimating the likelihood of harm, however, were that the perception for what is
high risk has evolved and will continue to change over time. The dynamic risk assessment process
required for digital data would conflict with any static, structured protocols and regulatory rules.
I16 described how IRB considers risk of public data has changed over time:

Back in the day a long time ago people were defining public in a way that we wouldn’t
now. Getting people’s online identities and thinking that’s anonymous. –I16

I16 continued to describe how tracking students’ mood was considered minimal risk years ago,
but it was before they came to have newer understanding of privacy issues:

And that was five years ago, so it was before we actually understood all the privacy
issues that should have been considered but weren’t. –I16

Regarding a GPS tracking study on campus years back, I5 said that their IRB did not give enough
thought to potential risks:

I don’t think we really gave enough thought to whether there would be any risks if
another student hacked into to monitor everything that was going on. –I5

4.3 Challenges Regulating the Gray Area of Digital Research
Interviewees perceived that the challenge of regulating digital research was addressing “gray
areas”—ambiguous areas that the interviewees did not have clear answers to. I5 pointed out that,
“outside of the black and white questions, the gray areas don’t have any examples. I’ve never seen
any training documents that address really gray areas” (I5).
This view points to the dominant challenge that the interviewees had faced—digital research

presented questions that do not have clear-cut answers like traditional research. Other interviewees
gave examples of gray area problems, such as knowing what increases digital data’s risk (I7),
drawing the line between what is and is not under IRB’s purview—what is mandated vs. advised (I3),
whether to get consent from non-primary subjects (e.g., bystanders) (I3), or designing a transparent
consent process when most stakeholders do not fully understand the ramifications of data privacy
(mentioned by 17 interviewees).

Going on a ‘gut’. Because of the lack of formal guidance, interviewees would “go on a gut” (I5):
I go on a gut. I don’t know how else to evaluate it, aside from that gut, because the
IRB training gives either sort of a prose description which can be interpreted either
narrowly the way an attorney would or very broadly the way a social science friendly
reviewer would. Especially with the new regulations, I need some understanding of
how to address these gray area questions, otherwise, it’s just all gut. –I5

I8 also used their “gut feeling” because the institution “didn’t have any hard and fast rules or
policies about when something requires more data security protection” and “because I’m definitely
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not an expert in anything computer-related.” The lack of technology expertise, inability to pinpoint
risks and harms, and vacuum of regulations for digital data privacy in everyday settings together
pointed to desperate need for some structure.

Shortcomings of ongoing efforts. Knowing what other institutions do and learning from them
was seen as a starting place to address the problem of assessing digital research. Two interviewees
were aware of an existing project, where “on their website, sample protocols of how people have
tried to address [regulating gray area of digital research].” However, I16 expressed: “but it’s mostly a
compilation of, ‘Here’s how we worked it out,’ rather than being like any kind of formal guidelines,”
showing that formal guidelines were an ultimate goal I16 would like to see in this effort. I1 was
also aware of this existing project and used an online forum for IRB members in medical research.
When I1 asked a question to the forums run by these two organizations, I1 felt that “the problem
with those was that, what I found is that, when I would ask questions, typically, no one had the
answers” (I1). I1’s response showed continued lack of solutions and clarity in the field despite
ongoing efforts.

Challenges in concretizing harms. One critical challenge that interviewees had to juggle was
being able to present concrete and real example harms, because “researchers often think that the
IRB is just concerned with hypotheticals” (I4). To develop these case examples, I1 suggested talking
to IRB members from other institutions to compile a list of concerns and plans to minimize risks
and increase study feasibility. I3 talked about recording how certain data types are associated with
certain risks, and how guided regulations should happen:

We’ve all kind of developed a collective institutional knowledge about these things and
so we see something that we’ve seen before and we go okay we know that location data
is going to be identifiable. They gotta make sure they talk about it being identifiable.
They gotta talk about how they’re going to secure it and ideally de-identify it as quickly
as possible. Also justify why they need that or all the location data and why not only
certain times a day or something like that. –I3

The IRB staff can then make informed risk assessments building on past experiences and use
structures such as “confessional tales” in ethnography (I7) to share unanticipated consequences in
digital research.

The interviewees felt that the change should happen from all stakeholders, including researchers
and the participants in human subjects research. Researchers should broaden their minds to “so
many variables that aren’t already on people’s minds, like terms of use, bystander effect, all these
kinds of things” (I16). I19 had noticed some institutions had a website with information about
Amazon Mechanical Turk, and guidelines for research protocols that use it. I21 also shared that the
helpful resource “would be a combination of very clear guidelines with tons of examples, and ways
to reach out to other researchers” (I21).

I10 further wanted to “[know] the right questions to ask [the researchers] depending on the data
that’s being collected, if it’s through an app or a sensor or whatever.” Even for minimal risk studies,
I10 felt a need for some formal regulation processes. I10 wanted guidance so that the IRB would be
able to “ask to the study team [the right questions] before [IRB] just said, ‘Yeah, this is minimal
risk. This meets the criteria for approval’.” I4 suggested enforced ways of working with researchers
can reduce ambiguity and increase efficiency in regulation:

Having a lot of these things in writing and being mandated by the institution [and]
when you can point to a policy and say per our policy on data safety, security and so
forth—it’s a lot easier to face the pushback because when you suggest it, you’ll have a
million different reasons given to you for why it can’t be done. –I4
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Bringing transparency. With human subjects, during the consent process, the interviewees
expressed the importance of being transparent about what we do not know, knowing what to
include in the consent form, and discussing about possible risks until the subjects fully understood.
The key here however was to not overburden the subjects with “a fire hose of information”:

Do not give ’em a fire hose of information but yet still adequately communicate the
things we know, the things we don’t know. –I6

I1 strongly emphasized the importance of the assumption we should take—that people do not
think about privacy issues—and be proactive in making sure subjects understand the risks and
harms: “when it comes to privacy risks, you have to [teach subjects basics of privacy] regardless
of if you’re dealing with technologically naïve or comfortable people. Because, people just aren’t
thinking about the privacy issues” (I1).

Because of the lack of guidance on data privacy for digital technologies, it is the “wild, wild west”
according to one interviewee:

It’s like the wild, wild, west out there. Sensor manufacturers have no guidance on what
their data feed should or should not contain. So everybody just does their own thing.
–I6

The “Wild West” is a colloquialism characterizing the western U.S. in its frontier period as rough
and lawless [27]. I6 used the analogy to describe the lack of regulations and laws around digital
data privacy. This draws attention to the critical connection that regulating human research using
digital technology brings to implications on digital data privacy regulations.

5 DISCUSSION
According to the IRB members, whose role is to identify harms and the risks associated with
those harms in relation to human subjects research, the complexities involved in assessing risks
and harms of digital data did not come from the data type—whether it is mobile, wearable, or
social media. Rather, understanding risk and harm was about “being digital”—the process-oriented,
highly interpretive, situated notion inferred by ambiguous and at times sensationalistic sources
of information, such as popular media. Our findings unpack what it means for data to be “digital”
and allow us to elaborate the core processes surrounding research data collection, storage and
use that the interviewees feared would bring risks: data breach, unintended collection of sensitive
information, re-identifiability, and unauthorized reuse.

While it was hard for interviewees to pinpoint concrete harm that came out of digital research,
the harms they imagined ranged from trivial to highly dangerous, and how harmful a study might
be depended on interviewees’ understanding of digital technology, interpretations of what makes
data “digital” and viewpoints about outcomes that might be considered harmful. These viewpoints
will continue to evolve over time with changing security technologies, hacking abilities, privacy
sensitivity, and experiences with new technologies. The IRB’s regulatory role is to weigh harm
and benefit. Because the harm was difficult to pinpoint, regulating digital research posed further
challenges. Added to this ambiguity was that researchers, developers, and regulators all were
perceived to have different levels of risk perception and different priorities. Even among the IRB
members, the perceptions of risk varied greatly.

5.1 Call for Organic Approach to Unpacking “Being Digital"
Because of the dynamic, conflicting, and overwhelmingly confusing nature of the space in which
IRB members’ risk assessments must occur, we argue the solution should be a synergy between
an organic perspective emphasizing sharing IRB practices, and strong consequence driven federal
regulations. The former refers to how interviewees shared their hard efforts to foster focus groups
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with potential participants, having long one-on-one conversations with parents of participants,
walking through the research goal together with the researchers before the IRB submission, provid-
ing outreach to the students, staff, and faculty about the role of IRB, and researching local laws and
regulations. These approaches altogether helped to unpack intricate complexities intertwined in
how risks and harms are perceived by multiple stakeholders of digital research.

One popular request by the interviewees—resource sharing across institutions, such as informed
consent forms adapted for mobile health applications—can effectively address the regulatory
responsibilities and liability of the institution. However, such an approach still leaves unresolved the
fundamental problem of uncertainty in assessing the likelihood of harms: unintentional collection
of sensitive information, threats to participant autonomy, and unexpected—not unauthorized—reuse
of data. The organic, ground-up approaches are difficult to further foster through a formulaic,
standardized, tool-based structures that people can easily share and adopt across institutions.
Complicating factors include the differing state regulations, local needs, cultural differences of
study populations, and security and computing resource differences across universities with varying
resource availabilities.
Members of the CSCW community are the leaders shaping the most cutting-edge digital tech-

nology around the world. Given this incredible burden of responsibility, the community should
brainstorm how to foster the organic growth of discussions and sharing of perspectives among
digital technology and research stakeholders, building on expertise in computer supported collabo-
ration, organizational studies, and knowledge systems. Example inquiries include understanding
how sociotechnical systems can be designed to enable collective sense-making of unexpected
consequences and risks and harms (e.g., how to brainstorm ways in which a digital technology
can generate concrete harms, and what are the likelihood of risks toward those harms); and how
stakeholders of differing expertise, level of technology literacy, and interests can effectively share
opinions to generate tailored rules and policies for local communities as well as broader con-
texts (e.g., how a CSCW research project can involve community-based participatory research
methods [41] to develop the project’s own protocols around data management).

5.2 “It’s sort of the blind man and the elephant”: Negotiating Stakeholders’ Priorities
Over Handling Digital Data

Depending on one’s role in a digital research project—as researchers, developers, human subjects,
and IRB members—how these stakeholders see risks, harms, and benefits of the research can differ
widely. I9 brought up the metaphor of “the blind man and the elephant,” from a story illustrating
researchers’ “focus on the science and making the research happen, [which] is just a different
focus.” I9 considered the perspectives and insights toward ethics and privacy that researchers often
overlook as something the IRB can help with: “I always tell researchers, ‘It’s not surprising that
this is not at the forefront of your mind. We’re here to add that piece’.”
This story, however, not only applies to the researchers, but also the developers and other

stakeholders involved in digital technology research and development. Each stakeholder has a
different priority and focus in approaching digital data, whether it is about maintaining liability of
the institution, protecting human subjects from harm, being first to market, growing a successful
business, etc. The computing community has long attempted to resolve this missing viewpoint
toward ethics through integrated ethics education [42]. The issue of stakeholders not being able to
see the whole elephant is not new to digital research. Digital technology, together with the increased
uncertainty and possibilities of new harms has added complexity to maintaining the ethical conduct
of data practices. The initiating actor—the researcher, as the one designing and conducting the
research—bears an ethical duty to help the stakeholders gain a holistic understanding of the giant
elephant, within the guidance of the rules and regulations governing human subjects research.
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The current U.S. based regulations governing human subjects research includes a focus on
expected harms and benefits. Training of researchers engaged in such research in the U.S. is
framed by the inexcusable harm caused by the Tuskegee Syphilis Study [5]. These regulations are,
however, not optimized for the fast evolving digital technology and the research that involves them.
Technology researchers’ initial impression of research-induced harm, given this framing, is often
that their research is unquestionably “minimal risk” when it involves technologies used by the
general public on a daily basis. This is in fact how the Common Rule defines Minimal Risk. The
Minimal Risk rule considers common activities—something that people “ordinarily encounter in
daily life”—as having a low likelihood of harm [35]. It also leads to the impression that uncommon
activities are more risky just by the nature of being uncommon. We saw evidence that this is in
fact occurring, in that some interviewees reported using their “gut feeling” to help them assess
risks involved in digital research, and how ambiguity and uncertainty lead to perceived increased
risk by the IRB members, without concrete harms linked to those cases.
One example of a technology that might not pose direct harm to every specific individual who

uses it but is potentially harmful to certain individuals or groups is facial recognition. A dataset
consisting of photos of faces scraped from publicly available websites and captured in public spaces
on university campuses for the purpose of conducting facial recognition technology research
was recently discovered to have been used to train a facial recognition system employed by the
government in China for surveillance of ethnic minority groups [31]. However, if activities similar
to these to collect public data for research purposes were submitted to an IRB at all, they would
likely be considered Minimal Risk. This framing of risk in reference to everyday practices does
not provide structures for IRBs to use to reason about the ways in which everyday use of digital
technology has potential to cause harm.

Interviewees were concerned that norms around everyday use of potentially harmful technologies
should not be allowed to set the boundaries for what is considered to be “minimal risk.” Beyond
whether human subjects encounter the proposed research setting in their daily lives, researchers
should accept the responsibility that comes with their position of authority to reflect on the impacts
their study might have and anticipate potential harms and how likely those harms might be
to occur. Given the shortcoming with Common Rule on assessing risks and benefits of digital
research, researchers can no longer rely on whether the research has met the review standard (e.g.,
getting approval from the IRB). The pace at which these federal rules can adapt and the evolution
of digital technology vary greatly, showing inherent gaps between regulatory rules and ethical
responsibilities that digital researchers should think about. Researchers instead should work with
the research ethics committees at their institutions to brainstorm what could possibly happen if
their data were to be breached, what unintentional collection of sensitive information may happen,
how likely reidentification is, or what unauthorized reuse might look like. Researchers should find
novel ways to brainstorm these harms with broader perspectives about how things can go wrong,
taking into account the detailed mechanisms by which technology transmits and stores data, and
the terms of use of any commercial technologies that are incorporated into the research.

5.3 What Researchers Can Further Do: Considering Third Party Technology Use in
CSCW Research

One particular challenge for technology researchers and IRBs is the use of commercial technologies
that have the capability for collecting very fine-grained data about research participants’ loca-
tion, movements, and behaviors. There are many opportunities to generate new knowledge and
conduct beneficial research using these technologies. Because they are commercially available,
the researchers using them do not need the technical expertise themselves to develop them or
understand how they operate. However, requiring research participants to agree to commercial
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terms of service to participate in a research project opens them up to the potential for harms that
are poorly understood.

In devising the solutions to this problem, the solution should fundamentally increase transparency
and strengthen research participant autonomy around digital data. The researchers overseeing
participants’ use of commercial technologies should ensure that they themselves are familiar with
the terms of service associated with the research, and take a reasonably skeptical view when
documenting any gaps or ambiguities in how those terms define data collection, sharing, and
use [17]. This should be done before the study is submitted for IRB review, so that IRB members
may consider it and engage in a discussion with the researchers about the likelihood of potential
harms due to the use of the participants’ data by the commercial technology platform and its’ third
party partners, or those to whom the data may be sold.
Researchers should also critically re-examine the informed consent process. The quality of

the consent to participate in research varies greatly based on the backgrounds of the consenting
individual, and IRB review committees have a tendency to pay attention to the content of the
forms rather than process of consent [15]. The informed consent process can easily become a quick
addendum to a study, such as the subject skimming the informed consent form followed by their
signature before the study begins. Rather than such a one-time event, researchers can dedicate
the informed consent process as a separate procedure, in which the subject and the researcher
collectively make sense of the implications of using the technology. Informed consent can also be
a continuous process, where, in the case of studies spanning longer duration (e.g., 3 month field
deployment study), the subjects can be updated about any changes regarding how the data can be
collected and reused by the stakeholders of the research (e.g., terms of use) and respond to those
changes as needed.
The ambiguity of harm when using commercial technologies further hinders the foundational

goal of the informed consent process, by individuals consenting without having a full understanding
of potential future harms. Furthermore, a power imbalance exists between commercial technology
platforms and individual users—individuals do not have much choice and control over their own
information [32]. This comprises a threat to the autonomy of research participants, which is one of
the harms discussed in the Belmont Report [33]. Researchers should present to both IRB and partic-
ipants possible harms that might result from using the digital technology. Fiske and Hauser [14],
however, discussed how researchers and IRB members should not overreact to “vanishingly small
probabilities of worst-case scenarios nor under-react to highly probable, greater-than-everyday
risk.” To do this means finding ways to show research participants the likelihood of harm from
evidence-based, known, foreseeable risks.

For research that brings “digital-ness,” even minimal risk studies should establish a formal proce-
dure to monitor for any changes outside the researcher and subjects’ control, such as information
that may come to light through investigations of companies regarding the company’s policies and
data practices, as well as the use of that data by third parties. The monitored information should be
documented and used to aid future evidence-based risk assessment [14]. While formal regulations
were seen by our interviewees as an ideal to strive for, the dynamic, evolving nature of the field and
other power influences will make macro-level changes an ongoing challenge. Researchers should
take the lead in making micro-level changes, starting with their own data practices, regularly
reflecting on the whole picture—the elephant. Privacy and ethical issues of digital data are no longer
specialized topics that only privacy researchers should study.

5.4 Envisioning Oversight in the Wild, Wild West
Electronic medical records, which are clearly digital data, were perceived to have “robust” regu-
lations, and IRB members felt they could manage those studies well because they knew exactly
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what the potential for harm could be. The HIPAA law consists of rules for defining harms and
assessing risks for those harms. There are concrete consequences if these rules were to be broken.
The HIPAA law describes: (1) Who is considered covered entities, (2) What are direct identifiers,
(3) What the consent should say, (4) What defines breach, and (5) What happens when breach
occurs, with specifics on how fines and the level of imprisonment are calculated [10]. This law
concretized data breaches as harms, and how to assess the level of harm. Regardless of whether
there are physical, legal, or psychological harms that occurred out of a data breach, the data breach
itself is considered harmful and the entity who enabled the breach will incur the consequences.
Accordingly, all stakeholders dealing with personal health information are extremely careful in
thinking about possible ways in which harm can happen. While there are concrete rules to protect
health information, the U.S. government has yet to provide regulations governing other kinds of
digital data collection and use.
Similar to how the Menlo Report [12] applied principles of human protection rules to security

research in information and communication technologies, it is possible to brainstorm what a law
could look like to regulate digital technologies learning from the guidance provided by HIPAA.
Following HIPAA’s structures, the rule could entail the following: (1) How to define the scope of a
covered entity (e.g., size of company, how collected data are used); (2) What data should not be
collected, inferred, or shared with others without consent, above and beyond traditional notions
of personally identifying information; (3) What consent should entail, when harms and benefits
due to technology use may evolve over time and depend on others’ use of the technology and
understanding those harms and benefits requires a degree of technological literacy that sometimes
researchers themselves do not possess; (4) How data breach should be identified and managed, given
that the likelihood of this happening might be very low and the responsibility for the breach diffuse;
and (5) What consequences might be necessary after a breach occurs, and which stakeholders would
be held accountable. These questions are some starting points for the researchers to voluntarily
incorporate into their data monitoring protocols and ethical standards of their research team.

6 CONCLUSION
IRB members’ primary goal is to assess risks and benefits of a research study to regulate how
research studies can be performed accordingly. By probing IRB members’ thinking processes around
how they determine risks of a research study using digital technology, our study revealed the
complexities involved in assessing risks and harms of digital data. The findings revealed what IRB
members’ perceived increased risks might be in data “being digital.” However, their experiences
around assessing the likelihood of harms remained largely unknown. The study further revealed
the ambiguous, uncertain characteristics of regulating digital research. This finding gave insights to
how researchers can reflect on their own data practices and what regulatory enforcement policies
can be made to aid effective protection of individuals from harm. Our study is timely and presents
concrete future steps in shaping the Wild, Wild West of digital data.
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